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WHAT IS SATELLITE POSE ESTIMATION?

➢ Satellite Pose Estimation focuses on determining 
the position, orientation or rotational state of a 
satellite  in  space  using  images  or  other  sensor 
data.

➢ It is crucial for space missions, especially when 
performing tasks like satellite servicing, docking, 
debris removal or inspection.



MOTIVATION

• The ability to accurately estimate the pose of satellites is a 
critical requirement in modern space missions. With the 
growing  demand  for  autonomous  satellite  operations, 
such  as  servicing,  docking  and  debris  removal  precise 
orientation  and  position  determination  have  become 
increasingly important.

• Traditional methods of pose estimation often struggle with 
accuracy in dynamic and visually complex environments, 
leading to the need for more sophisticated approaches.



Autonomous  Satellite  Operations  ->  The  increasing 
demand  for  autonomous  space  missions,  including 
satellite  servicing  and  docking  requires  precise  and 
reliable pose estimation systems.

Space Debris Removal -> As space debris accumulates, 
accurate satellite pose estimation becomes critical for 
debris   removal   missions,   ensuring   successful 
navigation in cluttered environments.



Improvement  Over  Traditional  Methods  ->  Existing 
pose  estimation  techniques  often  lack  accuracy, 
especially in dynamic conditions. Advanced computer 
vision models can improve precision and robustness.

Enhancement   of   Spacecraft   Maneuverability   -> 
Accurate  pose  estimation  helps  in  optimizing  the 
satellite's navigation and control, contributing to the 
overall efficiency of space missions.



OBJECTIVES OF MY RESEARCH

• Develop a vision-based satellite pose estimation
framework leveraging deep learning techniques with a 
primary   objective   of   accurately   determining   the 
orientation of satellites relative to a reference frame

• Implement  an  effective  landmark  regression  using 
attention  based  HRNet  to  localize  and  track  specific 
landmarks  or  features  on  satellite  and  determine  the 
pose



GAP ANALYSIS

• Limited Accuracy in Traditional Methods
• Insufficient Utilization of Deep Learning Models
• Challenges in Real-Time Pose Estimation

for Space• Lack of Comprehensive Datasets 
Scenarios

• Integration with Spacecraft Systems



PROBLEM STATEMENT

This research aims to address these challenges by 
developing a vision-based satellite pose estimation 
system  that  leverages  Faster-RCNN  for  object 
detection,  High-Resolution  Networks  (HRNet)  for 
keypoint detection and the Perspective-n-Point (PnP) 
algorithm for pose calculation providing a robust 
and   accurate   solution   suitable   for   real-time 
applications in satellite operations.





DATASET GENERATION
The dataset of GSAT-12R satellite model which is diverse 
was generated using Blender tool by incorporating an
element of systematic randomness to ensure proper
training of the model:

• The range between the camera and the satellite is 
between 3 meters and 19 meters

• The camera positions were restricted to only a part of
the sphere where 0 ≤ ɸ ≤ 80

• Thompson sampling technique was used to ensure
camera positions have good sphere coverage

• The camera positions were perturbed to ensure the 
object is not always at center of image which can cause 
redundancy in the dataset

• The camera was also rotated along boresight axis to 
ensure the dataset is diverse and all the images where 
captured with different poses



FASTER –RCNN FOR OBJECT DETECTION

Faster R-CNN with an HRNet backbone is a powerful 
model for object detection, combining precise region 
proposal    generation    with    detailed    object 
classification and bounding box refinement.

HRNet  as  the  backbone,  maintains  high-resolution 
feature  maps,  capturing  fine  spatial  details  that 
standard  networks  may  miss.  This  high-resolution 
and  multi-scale  fusion  enhances  Faster  R-CNN’s 
ability to localize objects accurately.

In satellite pose estimation, this combination enables 
the  model  to  better  identify  complex  details. 
Ultimately, HRNet’s detailed feature representation 
boosts  the  overall  accuracy  and  spatial  fidelity  of 
Faster R-CNN’s object detection capabilities.



RESULT OF OBJECT DETECTION



AHRNET ARCHITECTURE FOR LANDMARK REGRESSION



ATTENTION BLOCKS IN AHRNET

Channel  Attention:  channel  attention 
sub-module  is  to  improve  the  feature 
maps by cross-channel interaction

Spatial Attention: it is helps the model to 
basically decide "where" to focus in a 
feature map



WHY AHRNET FOR LANDMARK REGRESSION?

by  adding 
for precise

attention
landmark

• Attention-Based  HRNet  (AHRNet)  enhances  HRNet 
mechanisms  to  focus  on  crucial  areas  in  an  image 
regression.

• It  maintains  high-resolution  feature  maps  and  uses  attention  to  highlight 
important regions, reducing background noise and irrelevant details. Multi-scale 
feature fusion with attention allows AHRNet to capture details across various 
scales, improving landmark localization accuracy.

• This approach is particularly effective in complex images, achieving more accurate 
keypoint detection. In satellite pose estimation, AHRNet’s precision in detecting 
landmarks  enables  reliable  2D-3D  mapping,  essential  for  accurate  pose 
calculation.



THE KEYPOINTS OF THE SATELLITE MODEL



POSE ESTIMATION USING PNP ALGORITHM
Pose  estimation  using  the  PnP  algorithm  involves 
calculating the 3D position and orientation of an object 
relative to a camera.
It uses two main inputs: known 3D points on the object 
(satellite) and their corresponding 2D projections in the 
image. Camera intrinsic parameters, like focal length help 
relate the 3D points to the 2D plane accurately.

The goal of PnP is to determine rotation and translation 
vectors  that  align  the  3D  points  with  their  2D 
counterparts. By minimizing reprojection error (difference 
between observed and projected points), the algorithm 
refines these vectors.

Optimization  methods  like  Levenberg-Marquardt  or 
RANSAC handle noise or outliers during this process. The 
output   provides   the   object’s   pose,   essential   for 
applications needing precise spatial orientation such as 
robotics and satellite tracking.



RESULTS OF POSE ESTIMATION



ROTATION AND TRANSLATION ERROR CALCULATION

We define ER and ET as follows:

> ER = ∣ eul* - eul ∣, where 

ER is the rotation error,

eul* is the ground truth rotation value, 

eul is the estimated rotation value

> ET = ∣∣ tr∗ - tr ∣∣2, where 

ET is the translation error,

tr* is the ground truth translation value, 

tr is the estimated translation value



RESULTS - TRANSLATION ERROR VS FREQUENCY



RESULTS - ORIENTATION ERROR VS FREQUENCY



RESULTS - TRANSLATION ERROR VS RADIAL DISTANCE



RESULTS - ORIENTATION ERROR VS RADIAL DISTANCE







RESULTS





FUTURE SCOPE

• In the future, we plan to implement satellite pose tracking for tracking the 
satellite for each and every frame. While this concept is well-established for 
objects on Earth, its application in space is still in its early development 
stages and offers significant opportunities for advancement.

• We also plan to use dense correspondence methods which will further 
improve the reprojection error, translation and rotation error for estimation 
of the pose of the satellite.

• Focusing on enhancing the model’s domain adaptability to handle various 
real-world  conditions  such  as  unpredictable  sunlight,  reflections  and 
diverse surface textures is also our future work. Improving adaptability in 
these environments would result in more precise pose estimation in actual 
space missions.



CONCLUSION

• In a nutshell, we have successfully implemented satellite pose 
estimation using a new methodology which resulted in less error 
and improved accuracy during pose estimation.

• Using AHRNet, we were able to perform landmark regression and 
detect the key points in the satellite with a higher accuracy rate. 
Our methodology resulted in better accuracy with a low error rate 
after training the model for just 10 epochs.
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